IDENTIFYING ADVERSE DRUG REACTIONS AND PERSONAL HEALTH EXPERIENCE MENTIONS FROM TWITTER
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An Important Problem

Our Reseach goal is to show the effectiveness of Transfer Learning approaches
like BERT and ULMEFiT, and how they generalize for the classification tasks like
identification of adverse drug reaction mentions and reporting of personal
health problems in tweets. We work on three sub-problems:

e Automatic classifications of adverse effects mentions in tweets
e [ixtraction of Adverse Effect mentions

e (Generalizable identification of personal health experience mentions

Automatic classifications and Extraction

of adverse effects mentions 1n tweets

Problem Definition Sub-task 1: Gwen a labeled dataset D of
tweets, the objective of the task is to learn a classification/prediction
function that can predict a label [ for a qwen tweet t, where [ €
{reporting adverse effects of drugs (ADR) - 1,
no adverse effects of drugs (non-ADR) - 0}.

Dataset Sub-task 1: A total of 25,672 tweets are made available for train-

ing, out of which 2,374 contain adverse drug reaction (ADR) mention and the rest
(23,298) do not. F'1 score for ADR class was used as metric [1]

Adverse Drug Reaction . Mo Adverse Drug Reaction
| feel sick. Damn you venlafaxine.

| believe that Pristig occasional

marijuana in gestation may reduce the
symptoms tremendously.

S0 damn sleepy. This seroguel is
fucking me up so bad.

| want the life the couple has in the
xarelto commercial

Rivaroxaban is great, until your
patient gets a wound and bleeds
solidly for 14hours from it!

Problem Definition Sub-task 2: The motive of this sub-task is to first discern
ADR tweets from the non-ADR ones and then identify the span of a tweet where an
adverse drug effect is reported. An example of a span from a tweet that represents
the mention of adverse drug reactions:

e anybody taken cipro? (antibiotic) complications?? big side effect
1s tendon rupture . where tendon rupture is the adverse drug reaction that
needs to be identified and extracted from the tweet, which is most likely caused by
the intake of the drug named cipro.
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Experiments and Results

Working with Imbalanced Dataset
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Does Under Sampling help ?

Not Really !!
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Results for Task-1: Identifying Tweets Mentioning Adverse Drug Reactions

Model F1 Precision Recall

ULMFIT 0.5988 0.6647 0.5447
BERT 0.5759 0.5615 0.5911
BLSTM 0.5196 0.5891 0.4649

Results for Task-2: Extracting spans of text expressing adverse drug

reactions in Tweets
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Generalizable identification of personal

health experience mentions

Problem Definition Sub-task 3: Given a labeled dataset D of
tweets, the objective of the task is to learn a classification/prediction
function that can predict a label [ for a gqgiven tweet t, where [ €
{reporting personal health experience - 1,

no mention of personal health experience - 0}.

Dataset Sub-task 3: A total of 7,388 tweets are made available for train-
ing, out of which 3,598 contain Personal Health mention and the rest do not.
Accuracy was used as metric.

Personal Health Mention . Mo Personal Health Mention

Just got my flu shot at Kaiser perks of
being an employee.

Mismatch between the flu vaccine and
mutations of the virus. Do you think it is still

worth getting the flu shot?

My stomach is not feeling really good
today and i am gonna be busy at church
later playing lasertag. | think | am getting
gastric flu.

in class with and EVERYONE is COUGHING,

swine flu is imminent, | am the most scared

Model

BLSTM + CRF Tagger
with stacked BERT
and Glove Embedding

BLSTM + CRF Tagger
BERT and Flair
Embeddings

Relaxed F1

0.638

0.641

Relaxed Relaxed , Strict Strict
Precision Recall Strict F1 Precision Recall
0.532 0.796 0.315 0.262 0.395
0.537 0.793 0.328 0.274 0.409

Model Accuracy F1 Precision Recall
OVERALL
BERT 0.8105 0.7453 0.9875 0.5985
BLSTM with BERT and Glove Emb 0.8211 0.783 0.8932 0.697
BLSTM with BERT and Flair Emb 0.8035 0.7544 0.8958 0.6515
Flu Virus (infection/vaccination)
BERT 0.9 0.8919 1.0 0.8049
BLSTM with BERT and Glove Emb 0.8875 0.88 0.9706 0.8049
BLSTM with BERT and Flair Emb 0.8938 0.8859 0.9851 0.8049
Zika Virus ( travel plan change )
BERT 0.6377 0.359 0.875 0.2258
BLSTM with BERT and Glove Emb 0.6667 0.5818 0.6667 0.5161
BLSTM with BERT and Flair Emb 0.6087 0.4706 0.6 0.3871
Zika Virus Mosquito Exposure
BERT 0.7679 0.48 1.0 0.3158
BLSTM with BERT and Glove Emb 0.8214 0.6667 0.9091 0.5263
BLSTM with BERT and Flair Emb 0.7857 0.5714 0.8889 0.4211
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